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Figure 1: We propose retinotopic foveated rendering (RFR) based on the horizontal-vertical asymmetry (HVA) and vertical-meridian
asymmetry (VMA) that are evident from advancements in retinotopy research. We first derived the asymmetric model for cortical
magnification factor (CMF), which is proportional to the visual acuity. The comparison of the radially symmetric CMF model in typical
FR and the radially asymmetric CMF model in the proposed RFR is illustrated in the left column, indicating the overestimated visual
acuity near the vertical meridian in existing FR methods. The asymmetric CMF model is derived from the fMRI data of the early
cortex, which defines the asymmetric rendering precision along the horizontal, lower-vertical, and upper-vertical meridian at ratios of
0.72:0.57:0.32. The across-meridian asymmetry is achieved through interpolation in terms of the quasi-linear degradation nature of
the visual acuity from the horizontal meridian to the vertical meridian. As a result, RFR keeps consistent rendering precision in the
horizontal meridian while eliminating excess rendering in the upper and lower FOV, as shown in the zoom-in images enclosed in red,
orange, and blue boxes in the middle column. Notice that the degradation of image quality in RFR is unperceivable since it follows
the radially asymmetric regression of CMF. We validated the proposed RFR method by integrating the asymmetric computation
model with both polar and rectangular mapping-based foveated rendering. The results show that RFR methods reduce shading in
the fragmented shader by 27.2% on average compared with typical FR methods, resulting in the increase in frame rate by 17.45%.

ABSTRACT

Foveated rendering (FR) improves the rendering performance of
virtual reality (VR) by allocating fewer computational loads in the
peripheral field of view (FOV). Existing FR techniques are built
based on the radially symmetric regression model of human visual
acuity. However, horizontal-vertical asymmetry (HVA) and vertical
meridian asymmetry (VMA) in the cortical magnification factor
(CMF) of the human visual system have been evidenced by retino-
topy research of neuroscience, suggesting the radially asymmetric
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regression of visual acuity. In this paper, we begin with functional
magnetic resonance imaging (fMRI) data, construct an anisotropic
CMF model of the human visual system, and then introduce the
first radially asymmetric regression model of the rendering precision
for FR applications. We conducted a pilot experiment to adapt the
proposed model to VR head-mounted displays (HMDs). A user
study demonstrates that retinotopic foveated rendering (RFR) pro-
vides participants with perceptually equal image quality compared to
typical FR methods while reducing fragments shading by 27.2% av-
eragely, leading to the acceleration of 1/6 for graphics rendering. We
anticipate that our study will enhance the rendering performance of
VR by bridging the gap between retinotopy research in neuroscience
and computer graphics in VR.

Index Terms: Computing methodologies—Computer graphics—
Graphics systems and interfaces—Virtual reality; Computing
methodologies—Computer graphics—Rendering



1 INTRODUCTION

Virtual reality (VR) offers an immersive experience by providing
users with high-quality and low-latency graphics. Although the
tremendous advances in hardware have increased the computation
load of VR platforms, delivering realistic virtual content in real-
time still faces challenges from graphics rendering and streaming.
Recently, foveated rendering has demonstrated the advantage of
displaying perceptually equal images while reducing computation
load and streaming bandwidth dramatically. Thus, it is considered to
be one of the essential techniques of VR rendering techniques [10].
So far, foveated rendering has become more powerful by utiliz-
ing better rendering pipelines [25], integrating with cutting-edge
imaging techniques [6, 33], optimizing the peripheral blur [20, 38],
and introducing a more comprehensive perception model [22, 34].
Very recently, a few VR head-mounted displays (HMDs), such as
Meta Quest Pro1 and Apple Vision Pro2, were released with the sup-
port for the foveated rendering feature, showing appealing graphics
performance.

Although the implementation of foveated rendering could be tech-
nically complicated due to the graphics techniques adopted, the
basic idea is simple - arranging the computation load in terms of
the variance of visual performance in the user’s field of view (FOV).
Correspondingly, existing foveated rendering methods are built on
the well-known concept that the human visual acuity isotropically
deteriorates with the visual eccentricity increase. Thus, the compu-
tation load follows a radially symmetric falloff from the user’s gaze
to the periphery [10].

However, the latest neuroscience research on retinotopy has re-
vealed the human visual system possesses horizontal-vertical asym-
metry (HVA) and vertical meridian asymmetry (VMA) of the cortical
magnification factor (CMF) on the early visual cortex. Since CMF
has been proven to be proportional to a variety of visual perfor-
mances, including visual acuity [7] and contrast sensitivity [29],
the HVA and VMA indicate the distribution of visual performance
follows an anisotropic instead of isotropic regression across human
vision [16]. Fig. 2 illustrates the retinotopy in the V1 area of the
visual cortex, which is proven to strongly relate with the visual
acuity [7], within the FOV of ±8◦ based on the functional mag-
netic resonance imaging (fMRI) data given by Human Connectome
Project (HCP) [35]. In addition to the aggressive regression from
the fovea to the parafovea (see Fig. 2 (a)), which forms the phys-
iological basis of typical foveated graphics, the retinotopy in the
V1 visual field shows a noticeable radially asymmetric distribution.
Specifically, the horizontal FOV extends more than the vertical FOV,
and the lower FOV extends more than the upper FOV.

Therefore, it is essential to optimize foveated rendering in light of
the retinotopy of the human visual system. In this paper, we propose
retinotopic foveated rendering (RFR). Fig. 1 illustrates an overview
of the present study. A radially asymmetric model of visual acuity
is derived from fMRI data of HCP, with the regression that follows
the retinotopy pattern. Then, we implement retinotopic foveated
rendering by integrating the fMRI-driven model into conventional
foveated rendering methods, using both log-polar mapping [25] and
rectangular mapping [41]. The radial asymmetrical allocation of
computation load is enabled by using asymmetric factors for the
horizontal, lower-vertical, and upper-vertical meridians, respectively.
A pilot experiment is conducted to validate the proposed method by
evaluating the maximum rendering precision in the fovea and the
global falloff to the periphery. A final user study with 24 participants
proves that the retinotopic foveated rendering supports perceptually
equal graphics to typical foveated rendering, while the shading
performance is accelerated by 27.2% by avoiding the redundant
rendering in the upper and lower FOVs.

1https://www.meta.com/quest/quest-pro
2https://www.apple.com/apple-vision-pro

Figure 2: The retinotopy of the FOV within ±8◦ in the V1 visual field
of the left hemisphere. The same FOV is mapped to the V1 area
according to the eccentricities (a) and polar angle (b), indicating the
radially asymmetric regression of the human visual performance. Our
retinotopic foveated rendering takes both the eccentricity-dependent
and the polar-angle-dependent variation into account.

The primary contributions of the present paper are highlighted as
follows:

1) We introduce the first fMRI-driven regression model of rendering
precision for foveated rendering methods, allocating the compu-
tation load more efficiently by taking the HVA and VMA of the
human visual system into account.

2) We introduce the RFR algorithm by formulating closed-form
mapping between screen pixels and shading fragments based
on the fMRI-driven model. A pilot experiment is conducted for
validating the RFR algorithm.

3) We conduct a user study to evaluate the graphics produced by
RFR and typical foveated rendering. The participative results
indicate all the evaluated images are perceptually equal, while
RFR saving 27.2% shading cost, hereby, performs 1/6 faster than
typical foveated rendering methods approxiamtely.

2 RELATED WORKS

2.1 Foveated Rendering
The human visual system (HVS) supports a monocular FOV around
180◦ horizontally and 120◦ vertically, where the performance main-
tains a non-uniform distribution from the central to the periph-
eral [32]. In general, the visual acuity of adults could be as high as
60 cycles per degree (cpd) in the fovea (< 3◦) but degrades to lower
than 5cpd in the periphery (> 30◦) [40]. Therefore, it is reasonable
to minimize the image quality while keeping users unnoticeable by
allocating the computation load corresponding to attributes of the
HVS, which forms the basis of foveated rendering.

Real-time foveated rendering was demonstrated with the mul-
tiresolution video system by Geisler et al. [9]. Then, Guenter et
al. applied the concept to modern rendering pipelines on GPUs,
showing a promising performance of generating perceptually equal
graphics while saving the computation load considerably [10]. The
following works on foveated rendering include improving the im-
age quality by optimizing artifacts in peripheral vision [20, 27, 41]
and generating perceptually better blurry effects [38], as well as
validating more aggressive computation models by counting users’
contrast sensitivity [34] and attention [22]. In addition, foveated
rendering also benefits the cutting-edge techniques, such as light
field displays [33], computational holography [6], and ray-tracing
graphics [31, 39], by reducing the computation efficiently.

As foveated rendering attenuates computational load by avoiding
the unresolved image details to human eyes, constructing the com-
putation model that meets the visual acuity distribution of the HVS
primarily impacts the rendering performance. Guenter et al. pro-
pose a hyperbolic model that decomposes an image into three layers



with degraded sampling rates against the eccentricity [10], while
it overestimates the visual acuity in the periphery and thus causes
redundant computation. A derived model of the hyperbolic falloff is
utilized by Weier et al., for achieving better motion perception and
fewer artifacts in the periphery [39]. Meng et al. [25] propose a log-
polar falloff that further reduces the computation load in foveated
rendering by reviewing the visual acuity model derived from the
physiological and anatomical evidence [12]. Very recently, Ye et al.
exploited a rectangular falloff for foveated rendering, optimizing the
artifacts for horizontal and vertical image patterns [41].

However, research on retinotopy has proven the noticeable HVA
and VMA in HVS, suggesting the anisotropic model of visual acu-
ity [17]. Existing foveated rendering methods leverage the compu-
tation falloff by following the isotropic regression of visual acuity,
leading to a global computation redundancy in the upper and lower
FOVs. In this paper, we review the advances in retinotopy research,
exploiting the open-source fMRI dataset to predict the precise visual
acuity distribution, and then deriving the first fMRI-driven model for
foveated rendering. The results expect to benefit foveated rendering
by introducing a more efficient computation model and bridging
foveated graphics with fMRI-based neuroscience, facilitating the
development of rendering techniques in the future.

2.2 Retinotopy Based on fMRI
Retinotopy is the mapping of the visual stimulus from the retina to
the visual cortex via the optic nerve. The retinotopy in the primary
visual cortex of stimulus within a unit degree of vision is defined as
the cortical magnification factor (CMF). In general, the higher the
CMF is, the better the visual performance will be [32]. Specifically,
psychophysical and anatomical evidence has suggested the linear
proportion between the visual acuity and CMF [7, 36, 37], allow-
ing the indirect measurement of retinotopy, and vice versa. As a
result, isotropic retinotopy models were established according to
tremendous psychophysical experiments, where CMF progressively
reduces with the eccentricity increase [12]. However, with the ad-
vancements in fMRI techniques in the 21st century, neuroscience has
directly measured retinotopy. This is achieved by presenting visual
stimuli to participants and subsequently recording the activated areas
within the visual cortex [35], revealing the more precise model of
retinotopy with the anisotropic distribution [30].

Current fMRI-based retinotopy demonstrates that the perfor-
mance of HVS not only depends on the vision area’s eccentricity
but also is influenced by the radial position in the FOV [17]. Spe-
cific to the CMF, research based on the open-source fMRI dataset
indicates that the primary cortex areas corresponding to the hori-
zontal meridian are approximately 60% greater than the areas for
the vertical meridian within the measured FOV of ±8◦, and the
lower-vertical meridian vision is approximately 25% greater than
the symmetrical upper part [16]. The radial asymmetry of CMF is
demonstrated to explain the relationship between visual acuity and
contrast sensitivity with the polar angle well [1, 2, 4, 5].

Foveated rendering aims to minimize the computation load by
omitting graphics details users cannot resolve, yet existing meth-
ods work on the radial symmetrical computation model of the psy-
chophysical or empirical models of visual acuity, neglecting the ad-
vances in retinotopy. The proposed work drives foveated rendering
based on fMRI-based retinotopy, thus, improving the performance
by validating the HVA and VMA in the computation model.

3 FMRI-DRIVEN CMF MODEL

3.1 CMF and Foveated Rendering
The analytic model for CMF can be categorized into local mapping
and global mapping. The local mapping of CMF is defined as the
stimulated area in the primary cortex by a visual input within a unit
degree of the FOV. Since visual acuity is proportional to the local
mapping of CMF [7], it is reasonable to leverage the computation

load regression in foveated rendering as the local mapping varies
across the FOV. Although the variation of CMF by the polar angle is
less explored in the retinotopy based on psychophysical experiments,
the eccentricity-dependent regression of CMF is well formulated and
also demonstrated by fMRI experiments [23]. The local mapping of
CMF along the four meridians in the FOV can be predicted by the
following equation [24]:

M =
M0

1+E/E2
(1)

Where M0 gives the maximum CMF in the fovea, and E2 deter-
mines how fast the CMF M regresses with an increasing eccentricity
E. Although there are a few analytic functions for predicting the
eccentricity-dependent CMF, Eq. 1 is demonstrated to be simple and
efficient since it provides a good prediction for both the fovea and
the periphery [32].

Compared to leveraging computation load by using the local
mapping of CMF, a global mapping is more straightforward for
implementing foveated rendering in rendering pipelines. The global
mapping of CMF can be derived by integrating Eq. 1 along the visual
meridian, which is expressed as [32]:

δ =
∫ E

0
M(E)dE = M0E2 · ln

E2 +E
E2

(2)

Where δ represents the cortical distance, in millimeters, from the
center of the fovea to the visual area at the eccentricity of E on the
early cortex, thus, is proportional to the amount of resolved visual
input within the corresponding FOV. Since the visual input presented
to the users in foveated rendering is generated in the shading stage,
the projection between the screen pixels and the shading fragments
should follow δ in Eq. 2. The simplified expression of Eq. 2, which
is δ ∝ lnE, has been used to drive the rendering precision falloff
by Meng et al. in their kernel-based foveated rendering method,
showing a promising computation load attenuation [25].

3.2 Asymmetric CMF Prediction Based on fMRI
The prediction of CMF by using Eq. 1 or Eq. 2 neglects the radial
asymmetry in the FOV, but it performs well when the visual field
is close to the meridians. Benefiting from the progress of fMRI
techniques, neuroscience directly records the mapping of visual
input on the primary visual cortex via the retina and optic nerve.
However, the precise measurement of retinotopy is still challenging
due to the limited spatial resolution of fMRI [19]. Furthermore, the
visual stimulus to participants in fMRI experiments is in a small
FOV since the display is remotely located due to the strong magnetic
field generated by fMRI devices. Consequently, recording CMF for
an arbitrary FOV by fMRI is infeasible at this point [17].

Nevertheless, recent works on the open-source dataset, HCP, pro-
vide reasonable fMRI data for fitting the CMF model in visual
meridians [3]. We adopted the processed fMRI data in the FOV of
1◦−7◦ by Benson et al. to build the asymmetric CMF regression
along the horizontal, lower-vertical, and upper-vertical meridians [4].
Meanwhile, Kuper et al. suggest the prediction of CMF based on
Eq. 1 with Horton et al.’ M0 and E2 matches close to the fMRI
results in the horizontal meridian [18, 23]. As a consequence, we
decided to derive the analytic function of global mapping of CMF for
each meridian by utilizing Eq. 2 with a constant M0 = 23.07mm/◦
to fit the processed fMRI data. The asymmetric regression of CMF
at different meridians is achieved by using distinct E2, as shown in
Table 1. Local mapping of CMF is, hereby, predicted by substituting
the derived E2 into Eq. 1. Fig. 3 plots the curves of CMF versus ec-
centricity of global mapping (left) and local mapping (right). The red,
yellow, and blue lines represent the predicted CMF in the horizontal,
lower-vertical, and upper-vertical meridians, respectively, and the
measured global mapping of CMF by fMRI are labeled by circle,



Figure 3: The asymmetry of CMF within a FOV of 30◦ is illustrated
by the fitted curves of global mapping (left) and local mapping (right).
Source fMRI data is labeled as the circle, triangle, and diamond mark-
ers in the figure of global mapping. Human visual acuity expects to
show the same HVA and VMA as CMF due to the linear proportion
nature [7], suggesting foveated rendering should possess an asym-
metric computation load.

triangle, and diamond markers in the left figure. Please check the
supplementary material for the detailed derivation of fMRI-driven
CMF model.

Table 1: E2 for each meridian are derived by utilizing Eq. 2 to fit
the processed fMRI data of HCP, where M0 is set to be a constant
measured by Horton et al. [18].

Meridians Horizontal Lower-vertical Upper-vertical

E2 0.72 0.57 0.32
R square 0.9967 0.9899 0.9798

3.3 Interpolation Model With K(θ )
So far, the CMF functions are built for each meridian with different
E2 derived, while the existing dataset does not support the precise
measurement of retinotopy for visions away from visual meridians,
which hinders building a model to predict CMF at arbitrary FOV via
simply fitting fMRI data. Fortunately, psychophysical experiments
have shown a quasi-linear regression for both visual acuity [2] and
contrast sensitivity [1] at iso-eccentricity visions from the horizontal
meridian to the vertical meridian as the polar angle varies. Thus,
it suggests that the CMF also follows the quasi-linear variation
between meridians [4, 7]. Consequently, we build the interpolation
model for predicting the local mapping of CMF at arbitrary FOV
with an eccentricity of E and polar angle of θ :

M(E,θ) = K(θ) ·MV (E)+(1−K(θ)) ·MH(E) (3)

Where θ is the polar angle measured counter-clockwise from the hor-
izontal meridian, and K(θ) is a monotonically increasing function
within a quadrant. Mv(E) and MH(E) are the asymmetric CMFs in
the vertical and horizontal meridian with the same eccentricity E,
which can be computed by:

MV (E) =


M0

1+E/E2VU
, 0 ≤ θ < π

M0

1+E/E2V L
, π ≤ θ < 2π

MH(E) =
M0

1+E/E2H

(4)

Where E2H , E2V L, and E2VU are the derived E2 from the fMRI data
for predicting the asymmetric CMF in the horizontal, lower-vertical,
and upper-vertical meridians in Table 1, and M0 = 23.07mm/◦ is
the CMF at the fovea given by Horton et al. [18].

Although the exact variation of CMF with the polar angle is not
formulated by neuroscience yet, a few studies suggest that the HVA
is most pronounced at the vertical meridian and goes to be marginal
at the diagonal vision [1,15]. Therefore, we pick the logistic function
with the midpoint shifts to π/4 as the interpolation kernel K(θ) in
Eq. 3, as it performs a quasi-linear increase in a quadrant and keeps
a gentle slope reaching the meridians. The image in the top-left of
Fig. 1 illustrates the radial asymmetric contours of CMF (as well
as the human visual acuity due to the linear proportion) within a
FOV of 35◦ based on Eq. 3. Typical foveated rendering follows
the symmetric contours indicated by the white concentric circles,
leading to the considerable redundancy of computation load in the
upper and lower FOV.

4 ALGORITHM FOR RETINOTOPIC FOVEATED RENDERING

4.1 Asymmetric Rendering Precision From CMF Models

The regression model of CMF can be utilized to drive foveated
graphics in many aspects, such as optimizing the streaming of
graphics assests [33] and the rasterization of primitives [8]. Since
shading becomes the dominant computation cost in modern render-
ing pipelines [11], a simple but efficient way to optimize render-
ing performance is implementing the foveation-based non-injective
projection between the screen space and the fragment shader
space [10, 25, 41].

Therefore, we define the rendering precision P as the number
of fragments mapped to an image pixel. The lower P of pixels is,
the less shading in the fragment shader will be, thus, reducing the
computation load. Let P ∝ M, the rendering precision in our RPR
method can be derived from the asymmetric CMF model in Eq. 3
and Eq. 4:

P =
∂u∂v
∂x∂y

=


K(θ) ·P0

1+ r
CVU D

+
(1−K(θ)) ·P0

1+ r
CH D

, 0 ≤ θ < π

K(θ) ·P0

1+ r
CV LD

+
(1−K(θ)) ·P0

1+ r
CH D

, π ≤ θ < 2π

(5)

Where (u,v) is the coordinate of fragments and (x,y) is the coordi-
nate of the screen pixel. r = ∥x−x0,y−y0∥2 is the pixel distance of
the pixel at (x,y) to the user’s gaze point (x0,y0). The eccentricity
distance of a pixel to (x0,y0) is derived by r/D, where D is the av-
erage angular resolution of the HMD, and θ = arctan( x−x0

y−y0
) is the

polar angle of the pixel. The maximum rendering precision for the
gaze area is P0, and it is conducted to perform a radial asymmetric
regression to (x,y) by introducing the asymmetric coefficient CH ,
CV L, and CVU , where CH : CV L : CVU = E2H : E2V L : E2VU .

4.2 Model Simplification for Rendering Pipeline Adap-
tion

For implementing Eq. 5 to operate foveated rendering, we refer
to the two-pass kernel-based method by Meng et al. [25]. Their
rendering pipeline consists of two passes, where the first pass maps
the screen pixels to the fragments according to the varied rendering
precision before entering the shading stage, and the second pass
outputs the displayed pixels by mapping the shaded fragments to the
screen space reversely. However, the asymmetric regression model
defined by Eq. 5 faces challenges when integrating into the two-
pass approach, since we did not find an analytical solution for the
coordinate transform with the two-step mapping. As a consequence,
we simplify Eq. 5 by removing the constant part in the denominator:

Papprox =
∂u∂v
∂x∂y

= S(θ) · P0

rα
=




K(θ) ·P0CVU D

rα
+

(1−K(θ)) ·P0CHD
rα

, 0 ≤ θ < π

K(θ) ·P0CV LD
rα

+
(1−K(θ)) ·P0CHD

rα
, π ≤ θ < 2π

(6)

Note that we mapped the pixel distance r to rα since it allows the
global adjustment of the regression from the fovea to the periphery
while keeping the asymmetric computation load among different
quadrants. Moreover, the simplification separates Eq. 6 into polar-
angle-dependent asymmetric coefficient S(θ ), the maximum render-
ing precision P0 at the fovea, and eccentricity-dependent regression
coefficient rα , benefiting the leverage of the computation load in
foveated rendering.

Fig. 4 depicts the visualization of the asymmetric rendering pre-
cision based on Eq. 6. The simulated FOV is H60◦×V60◦ for the
sampling map (left column). The angular resolution D is 20cpd for
all configurations. In general, all the configurations show a heart-
shaped distribution, which is similar to the CMF contours in Fig. 1.
The maximum rendering precision in the fovea is set to be 10, 30,
and 50, which increases the global rendering precision in the visual
fields. The α shifts from 1 to 1.8 with an interval of 0.4, leading
to the increasing reduction of computation load from the fovea to
the periphery. The sparsest shading rate is found in visual fields
close to the upper-vertical meridian, which results from the smallest
asymmetric coefficient CVU . Besides each rendering precision map,
images with the FOV of H90◦×V96◦ are rendered by using our
PM-RFR methods (see Section 4 for details), where the same P0 and
α are adopted and the gaze point is set to be the door handle in the
center. For all configurations, the zoom-in images demonstrate the
distinct image quality among meridians due to asymmetric rendering
precision. Apparently, raising the computation load with a bigger P0
results in better image quality for all visual fields. The image quality
in the central vision (white box) is efficiently improved by increas-
ing α from 1 to 1.4, which is reasonable since more computation
load is allocated for this area. The α = 1.8 does not provide sig-
nificant improvement for the central but causes the deterioration of
image quality and noticeable artifacts in the left-horizontal (red box),
lower-vertical (orange box), and upper-vertical (blue box) visual
fields.

The bottom row depicts in Fig. 4 the rendering precision in each
visual meridian by utilizing Eq. 5 (solid lines) and Eq. 6 (dot lines)
with P0 = 30. With all regression velocity by α , the average differ-
ence in rendering precision at the eccentricity of 1◦ between Eq. 5
and Eq. 6 is 28.9%. The difference reduces to be 11% at the eccen-
tricity of 5◦ and 5.7% at the eccentricity of 10◦ with α = 1, thus, the
original and simplified models perform similarly with α = 1. All
configurations possess HVA and VMA of 47.7% and 56.9%, leading
to the aggressive degradation of image quality from the horizontal
meridian to the vertical meridian.

4.3 RFR Algorithms

Then, we explored the foveated rendering by adopting the radial
asymmetric rendering precision defined by Eq. 6. We reviewed
two representative mapping methods for foveated rendering, which
are the log-polar mapping by Meng et al. [25] and the rectangular
mapping by Ye et al. [41], and validated the proposed asymmetric
distribution. The two mapping methods project pixels in screen
space into the fragment shader space defined by the Cartesian co-
ordinate system and the polar coordinate system, leading to the
distinct artifacts in the periphery [41], thus, requiring different re-
gression of rendering precision in practice. Therefore, we proposed
rectangular-mapping-based RFR (RM-RFR) and polar-mapping-
based RFR (PM-RFR). The following pilot experiment in Sec. 5.2
suggests the different slopes of the regression models in RM-RFR
and PM-RFR. Moreover, this section focuses on optimizing the
existing foveated rendering methods by integrating the proposed

fMRI-driven asymmetric computation model, so that we omit the
details of rendering pipelines here.

4.3.1 Rectangular-Mapping-Based RFR

RM-RFR performs the projection between two Cartesian coordinate
systems. Hence, it allows the naive usage of Eq. 6 to formulate the
transformation between the screen pixel coordinate (x,y) and the
fragment coordinate (u,v), by equally separating Papprox into the
horizontal and vertical dimension:

Papprox =
∂u
∂x

· ∂v
∂y

= (

√
S(θ) ·P0

r
α

2
)2 (7)

Then, the mapping from (x,y) to (u,v) can be derived from the
integral of Eq. 7:

u =

√
2

2−α
·
√

S(θ) ·P0 · r1− α

2 · cos(θ)+u0

v =

√
2

2−α
·
√

S(θ) ·P0 · r1− α

2 · sin(θ)+ v0

(8)

Where (u0,v0) is the coordinate of the central fragment. Similarly,
the inverse transformation from the shaded fragment to the displayed
pixel can be solved as:

x = (
r′2

S(θ) ·P0
· 2−α

2
)

1
2−α · u−u0

r′
+ x0

y = (
r′2

S(θ) ·P0
· 2−α

2
)

1
2−α · v− v0

r′
+ y0

(9)

Where r′ = ∥u−u0,v− v0∥2 is the pixel distance of the fragment at
(u,v) to the origin, and (x0,y0) is gaze point of the user. Note that
α should be strictly smaller than 2 for validating the closed-form
transformation between (x,y) and (u,v) in the RM-RFR method.

4.3.2 Polar-Mapping-Based RFR

Different from the RM-RFR method, PM-RFR builds the mapping
between the Cartesian coordinate of the screen and the Polar co-
ordinate of the fragment space, which prevents the leverage of the
computation by using Eq. 6 directly. In order to operate foveated
rendering based on the asymmetric computation model, we exploit
Jacobian determinant to Eq. 6. Thus, Eq. 6 in the polar coordinate
system can be derived as:

Papprox =
∂u∂v
∂ r∂θ

=
r∂u∂v
∂x∂y

=
S(θ) ·P0

rα−1 (10)

Different from the separation of Papprox in Eq. 7, the rendering pre-
cision in PM-RFR is unequally allocated in the radial and tangential
dimensions:

∂u
∂ r

=
S(θ) ·P0

rα−1 ,
∂v
∂θ

= 1 (11)

Then, the mapping of screen pixel (x,y) to the fragments (u,v) is
formulated:

u =
S(θ) ·P0

2−α
· r2−α , v = θ (12)

Similarly, the inverse mapping is:

x = (
u · (2−α)

S(θ) ·P0
)

1
2−α · cos(v), y = (

u · (2−α)

S(θ) ·P0
)

1
2−α · sin(v) (13)

Note that the PM-RFR method also follows the constraint of α < 2
in Eq. 12 and Eq. 13.



Figure 4: The visualization of radial asymmetric rendering precision of the RFR method based on Eq. 6. The simulated FOV for the rendering
precision map is H60◦×V60◦. The global computation load is leveraged by raising the maximum rendering precision P0. The regression velocity
from the fovea to the periphery is modulated by α. The figures beside each precision map are the image rendered by our polar-mapping-based
RFR method. The same configuration of the P0 and α is utilized for rendering, and the FOV of images is H90◦×V96◦. The bottom row shows
the asymmetric reduction of rendering precision along each visual meridian by utilizing the original model Eq. 5 and the simplified model Eq. 6,
showing the HVA and VMA of 47.7% and 56.9% for RFR with all configurations.

4.4 Implementation of RFR

Although NVIDIA Variable Rate Shading (VRS) provides a robust
framework for implementing foveated rendering, it only supports
several pre-defined shading rates [26, 27, 34]. The RFR method
defines the continuous variation of rendering precision both along
and across visual meridians. Therefore, we determined to implement
RFR with customized rendering pipelines that modulate the shading
rate continuously. Moreover, foveated rendering is demonstrated to
accelerate both rasterization-based methods and ray-tracing meth-
ods [10, 21], while the advantage of saving computation costs by
adopting the proposed asymmetric model is more crucial in the latter.
As a consequence, we validate RM-RFR and PM-RFR with ray-
tracing in our customized pipeline. Please refer to the pseudo-code
in the supplementary material for the realization of RFR.

Fig. 5 shows the comparison between FR methods and the pro-
posed RFR methods using Nvidia’s Bistro and Sponza scenes. Filter-
ing is omitted in the rendering pipelines to make the characteristics
of RM-RFR and PM-RFR most pronounced. The configurations for
RFR methods are obtained from the pilot experiment in Section 5.2.
The same P0 = 33 is utilized, and the different α of 1.2 and 1.6 are
adopted for the RM-RFR and PM-RFR methods, respectively. All
the foveated methods have shading textures with an approximately
equal size, which is shown at the bottom. The zoom-in images
at the visual fields of central, left-horizontal, upper-vertical, and
lower-vertical visual fields show the HVA and VMA of the render-
ing precision in RFR methods compared to the typical FR methods
with symmetric rendering precision. Due to HVA and VMA in the
shading stage, RFR methods avoid the redundant computation of
fragments, which causes the larger black areas in the texture. As a
result, RM-RFR and PM-RFR reduce 30.6% and 23.8% of shading
than typical rectangular and polar mapping-based FR methods.

We evaluated the rendered Bistro scenes by using FR and RFR

Table 2: The evaluated PSNR, FPSNR, and SSIM for the Bistro scene
rendered with FR and RFR methods in Fig. 5.

Metrics FRrect FRpolar RM-RFR PM-RFR

PSNR 26.2058 25.8521 26.199 25.723

FPSNR 27.5596 27.4992 27.2992 27.3505

SSIM 0.59356 0.59068 0.5877 0.58022

methods with PSNR, FPSNR, and SSIM, which is presented in
Table. 2. Not surprisingly, images rendered by RFR are lower scored
than FR with the same mapping strategy, since less computation
power is arranged in the upper and lower visual fields. While SSIM
indicates the considerable difference between images rendered with
FR and RFR methods due to the increased peripheral noise, the user
study in Sec 5.3 proves images are perceptually equivalent, implying
that the spatial noise is less noticed in the periphery.

5 USER STUDIES

As shown in Fig. 4, the RFR method leverages regression of compu-
tation load from the fovea to the periphery by tuning α . Although
a configuration with α = 1 shows a regression similar to the fMRI-
driven CMF model, both hardware (e.g., the display performance
of HMDs) and software (e.g., artifacts in the periphery) may cause
deviations in the perceived image quality from the target regression.
Therefore, a practical α needs to be evaluated for VR application
scenarios. Meanwhile, existing HMDs are still struggling to support
a satisfactory resolution in the user’s central vision, and foveated
rendering often results in redundant computation in the central visual
field [25, 41]. Hence, the RFR methods also require the selection



Figure 5: The comparison between RFR methods and typical foveated rendering (FR). We integrate the proposed radial asymmetric computation
model into FR with rectangular and polar mapping, leading to the RM-RFR and PM-RFR methods. Overall, all the foveated methods display
a sharper image in the central vision (white box) than the full resolution case and show degraded quality in the periphery. Zoom-in images in
the upper-vertical (blue box) and lower-vertical (orange box) visual fields given by RM-RFR and PM-RFR methods are in worse image quality
compared with the FR methods, and the images in the red box show similar quality between FR and RFR with the same mapping methods,
hence, demonstrating the asymmetry of rendering precision in RFR. The downsized texture in the fragment shader of each method is placed
beneath the rendered images. All the foveated methods have a roughly equal resolution for the warped shader, but the shaded fragments are
considerably reduced for validating the radial asymmetry of computation load in RFR methods. As a result, an average reduction of 27.2% for
shading is achieved by using RFR compared with typical FR.

of P0 to provide the desired image quality. To address this, we con-
ducted a pilot experiment to measure the essential coefficients P0
and α for validating RM-RFR and PM-RFR in VR HMDs. Then,
RFR with the derived configuration was included in the final user
study that evaluated the perceived image quality using the proposed
methods and typical FR methods.

5.1 Apparatus
We used a Meta Quest Pro (OS ver. 56.0) for displaying all the im-
ages in the user study. The Quest Pro headset offers a resolution of
1800×1920 per eye and supports a binocular FOV of H106◦×V96◦.
It has a high refresh rate of 90 Hz and provides an eye-tracking
feature with integrated cameras. The PC used for running the ren-
dering graphics is equipped with an Nvidia GTX 3080 graphics
card and an Intel Core i9-12900K CPU. We developed the rendering
pipeline based on the Scriptable Rendering Pipeline (SRP) feature,
combined with the ray-tracing shader in Unity (ver.2021.3.29f1).
The experimental Graphics API Direct3D12 is set in Unity, and we
selected multi-pass for enabling the customized rendering pipeline.
We utilized SDKs, such as Core RP Library (ver. 12.1.12) and Ocu-
lus Integration (ver. 56.0), to validate the ray-tracing feature and

to enable eye-tracking, respectively. Although all the experiment
scenes run dynamically in Unity, the Meta Quest Pro does not sup-
port the graphics API Direct3D12. As a consequence, the scenes
presented to participants were pre-captured in Unity and displayed
as static images in VR. Participants used a keyboard to select their
preferred image. After completing the experiments, all participants
were asked to fill out a questionnaire using a smartphone.

5.2 Pilot Experiment
5.2.1 Participants

For the pilot experiment, 12 participants with normal or corrected-
to-normal vision (6 males and 6 females, aged 21 to 28 years (M
= 23.75, SD = 2.05)) from a local university were recruited. Each
participant received an amount equivalent to 11 US Dollars for their
participation. All participants provided informed consent, and the
study was approved by the University’s Ethics Committee.

5.2.2 Procedure

To begin the study, participants were asked to wear the headsets
and adjust them for the best vision after sitting comfortably. The



visual stimulus consists of a full-resolution image and foveated
images rendered by RM-RFR and PM-RFR methods with α values
ranging from 1 to 1.8 in steps of 0.2 and P0 values ranging from
10 to 50 in steps of 10. The Bistro scene shown in Fig. 4 was used
to generate the stimulus. Each foveated image is compared with
the full-resolution image six times. The pair order is randomized,
ensuring that each foveated image appears both before and after
the full-resolution image three times. The study utilized a modified
two-alternative forced-choice (2AFC) task with an “unsure” option.
Participants were asked to choose the image with better quality using
the left and right arrows on the keyboard or click the up arrow if they
considered both images to be of equal quality. Before displaying the
images, a red cross appears at the central vision for 0.75s to indicate
the foveal area, then it disappears. The compared images are both
shown for 2.5s, with an interval of 0.75s. The red cross is displayed
on the interval screen to remind participants of the central vision.
The participants were asked to look at the indicated area by the red
cross, and choose the better image or make an “unsure” option after
each image pair was displayed. The next image pair was shown
after the participants clicked the keyboard. The study includes 312
trials in total, including 12 control conditions where both images
are in full resolution, and lasts around one hour. To prevent fatigue,
the RM-RFR and PM-RFR tests were separated with a break time,
and participants were also told to have a break as long as he or she
felt tired. Half of the participants took the RM-RFR test before
the PM-RFR test, while the order was reversed for the other half.
During the study, participants’ gaze positions were tracked using the
eye-tracking feature of the Meta Quest Pro.

5.2.3 Results and Analysis

The mean proportion of the participants choosing the full-resolution
image, in addition to the “unsure” option, is shown in Fig. 6. Each
bar represents the proportion of choices for full-resolution (solid col-
ors) and the “unsure” option (light colors). Overall, the proportion of
choosing the full-resolution image decreases with the P0 increasing
to 50, indicating that the perceived image quality is primarily influ-
enced by the global rendering precision. Moreover, the influence
of α on the choice for full-resolution progressively increases as P0
ranges from 10 to 50. Notably, the PM-RFR method outperforms
with fewer choices for full-resolution during the test (PM-RFR: 53%,
RM-RFR: 62%). We determined thresholds of P0 to realize an un-
noticeable regression in computation load with the RM-RFR and
PM-RFR methods. The threshold fitting is conducted by adding
half of the selection on the “unsure” option to the full-resolution
option. Then, this data was used to fit the probability curves to P0
using a cumulative normal distribution function for each α condition,
utilizing the Palamedes Toolbox [28]. We identified the threshold
0.5 as the target P0 for rendering an image perceptually equivalent
to the full-resolution case. The derived P0 for both methods across
α values ranging from 1 to 1.8 is listed in Table. 3. Notably, the
minimal P0 values for both RM-RFR and PM-RFR methods are
found at different α values. We opted for configurations with iden-
tical P0 = 33 but varied α values of 1.2 and 1.6 for RM-RFR and
PM-RFR methods, respectively, for the final user study.

Table 3: The evaluated P0 for RM-RFR and PM-RFR with α from 1 to
1.8 to display perceptually equal images as full-resolution rendering.

α 1 1.2 1.4 1.6 1.8

P0 for
RM-RFR 51.0 34.5 43.0 83.3 151.5

R square 0.9761 0.9967 0.9452 0.8771 0.8609

P0 for
PM-RFR 55.6 38.2 34.2 33.1 82.0

R square 0.9672 0.8932 0.9529 0.9830 0.9491

Figure 6: The mean proportion of participants choosing the full-
resolution image (solid colors) plus the “unsure” option (light colors)
in the pilot experiment.

5.3 Final User Study
5.3.1 Participants

24 participants with normal or corrected-to-normal vision (12 males
and 12 females, aged 21 to 28 years (M = 23.58, SD = 1.56)) were re-
cruited for this study. Each participant received an amount equivalent
to 11 US Dollars for their participation. All participants provided
informed consent, and the study was approved by the University’s
Ethics Committee.

5.3.2 Procedure

We employed a procedure similar to that used in the pilot experi-
ment. Images for the stimuli were rendered based on full-resolution,
polar FR, rectangular FR, RM-RFR, and PM-RFR using the Bistro
and Sponza scenes, as shown in Fig. 5. Beyond the foveal field,
we additionally selected two gaze areas in the upper-vertical and
lower-vertical visual fields for Bistro and two gaze areas in the left-
horizontal and right-horizontal visual fields for Sponza. Standard
2AFC tasks were included in the final user study. The images ren-
dered by all five methods were randomly paired, and the participants
were asked to choose the one with better quality. Each trial was
repeated four times, resulting in 240 trials in total. The study lasted
around 40 minutes. To prevent fatigue, we scheduled a break after
every 60 trials.

5.3.3 Results and Analysis

Fig. 7 presents the results of the final user study. Overall, we did
not observe a significant difference between images rendered by
the full-resolution method and those rendered by other methods,
indicating that all the foveated methods produce images that are
perceptually equivalent to full-resolution rendering but require much
less computation load, as shown in Fig. 5. Furthermore, we did not
find any significant difference between the two typical FR methods
and our RFR methods. Therefore, utilizing a radial asymmetrical
distribution for rendering precision does not cause any degradation



Figure 7: The mean proportion of participants choosing the ∗ marked
rendering methods in the final user study for Bistro and Sponza
scenes. The bar on each histogram represents ±95%CI. The “Full
Res” indicates the full-resolution method. No significant difference
was found between groups using typical FR methods and the pro-
posed RFR methods, or between groups using full-resolution and
the RFR methods based on the results of the t-test. This proves the
reduced rendering precision near the upper and lower meridian by
RFR does not cause perceivable degradation in image quality.

Table 4: The FPS for rendering the Bistro scene using typical FR
methods and the proposed RFR methods is presented. The hardware
here is the same as that used in the apparatus for conducting the user
study. The proposed RFR methods achieve an average FPS that is
17.45% higher than that of typical FR methods.

Methods Full
Res FRrect FRpolar

RM-
RFR

PM-
RFR

Shading
fragments 3,456,000 852,876 797,876 592,104 608,181

FPS 1.66 5.9 5.14 6.71 6.23

in perceivable image quality. As a result, the proposed RFR is able
to push the performance of existing FR techniques one step further.

6 DISCUSSION AND FUTURE WORKS

Rendering acceleration by RFR. Fig. 5 depicts the texture in
the fragment shader stage of FR and RFR methods. While the texture
resolution is nearly identical, the total number of shading fragments
differs between the FR and RFR rendering pipelines. Table 4 lists the
exact numbers of shading fragments for different methods. Using the
Bistro scene from Fig.5, FPS values were tested at a full resolution
of 1800×1920 pixels. All the foveated techniques here are realized
by our customized rendering pipeline with a ray tracing sampling
rate of 30. As with Fig. 5, we set P0 = 33 to ensure all foveated
methods have a consistent texture size. The listed FPS values were
averaged over 300 frames, and each method was measured three
times. On the whole, conventional FR methods accelerated the
rendering to approximately 3.3x. In contrast, RFR methods achieved
an even higher acceleration rate, reaching 3.9x. By comparing FR
and RFR with the same mapping strategy, we observed a higher FPS
by 13.7% when using RM-RFR and 21.2% when using PM-RFR.
The asymmetric allocation of computation load when using RFR can
be easily transferred to any foveated graphics technique, we believe
that the proposed model will benefit the development of FR in many
aspects.

Anti-aliasing for RFR. Unlike typical FR methods that leverage
the regression in a single dimension, the proposed RFR method
introduced the regression in the tangential direction, which causes
more artifacts in the periphery. As shown in Fig. 4, pronounced

radial artifacts are visible, especially in scenarios with α = 1.8 in
the upper FOV, and notably in the gaze area when P0 = 10 and
α = 1. While we experimented with temporal anti-aliasing (TAA)
to counteract these artifacts, the results were marginal. Additionally,
camera jitter emerged as a new challenge, especially pronounced
when wearing HMDs. Increasing the computation load will attenuate
the artifacts efficiently, as evidenced in the image with P0 = 50.
Adopting a retinotopy-based sampling probability map may reduce
the artifacts considerably [31]. Further RFR research should take
the anti-aliasing feature into account.

RFR-based ray tracing. We implemented the RFR method
and the typical FR method with ray tracing. Although the same
sampling rate is utilized for fragment shading in the full-resolution
rendering, it shows worse image quality than FR methods in the
central vision in Fig. 5. The advantage of FR-based ray tracing is
attributed to the equivalently increased sampling rate for pixels in
the central vision via the non-uniform projection between the screen
space and the fragment shader space [8]. We believe the proposed
RFR method will further enhance ray tracing methods by optimally
allocating the sampling rate based on the asymmetric nature of HVS.

Retinotopic foveated graphics. Radial asymmetry has been
confirmed in the primary cortex. This not only affects visual acuity
but also impacts various low-level visual features such as contrast
sensitivity and color recognition. These features have been shown to
strongly correlate with CMF, and are expected to similarly exhibit
the radial asymmetric characteristic. Given this, graphics techniques
in VR stand to benefit from the fMRI-driven computation model,
going beyond merely reducing shading costs.

User studies in static scenes. As indicated in Sec 5.1, the
RFR method is evaluated in static scenes due to the hardware restric-
tion, while the temporal artifacts in dynamic scenes must be taken
into account for practical implementation [39]. Nevertheless, the
results from the static scenes reveal the optimal regression of the
sampling rate in FR-based ray tracing. Since amortized strategies,
such as TAA, are utilized to increase the sampling rate in ray-tracing
graphics but cause ghost images due to the collected temporal infor-
mation, an optimization in terms of the asymmetric regression of
the sampling rate may provide the optimal trade-off between image
quality and ghost images.

Individual-preferred RFR. Although the size of the early cor-
tex varies with individuals, fMRI evidence suggests similar HVA and
VMA in group-level [13, 16]. However, a minor VMA in children
is confirmed [14]. The fMRI-driven model in the presented paper is
derived from both the fMRI data and psychophysical evidence due
to the restriction of fMRI techniques. We believe the advancement
of fMRI will reveal the asymmetry nature in HVS more precisely,
and then facilitates the development of individual-preferred RFR
methods.

7 CONCLUSION

In this paper, we proposed retinotopic foveated rendering that links
advancements in neuroscience with graphics rendering techniques.
We introduced the first fMRI-driven computation model for imple-
menting foveated rendering. RFR with this radially asymmetric
computation model achieves a reduction of 27.2% for fragment
shading compared to typical FR methods. We conducted a pilot
experiment to validate the proposed asymmetric computation model
in the FR algorithm. The final user study demonstrates that images
rendered by typical FR methods and the proposed RM-RFR and
PM-RFR methods are perceptually equal. The proposed method
also performs 17.45% faster than the typical FR methods on average.
In summary, we anticipate a global optimization with the proposed
RFR method in foveated graphics in the future.
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